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Introductory remarks

Basic thermodynamics is simple.

Applications may become very complicated.

Especially if one wants to express relations analytically or evaluate results by analytical meth-
ods.

Numerical methods could be even more laborious.

Previously, there was no other alternative.

Today, applications can be greatly simplified by using numerical methods through computer
software.

The computer software obeys the rules of basic thermodynamics.

Properties of phases (substances or solutions) are stored as parameters in well defined models.

The models are analytical expressions and are based on physical models, which may be more or
less correct.

A thermodynamic data bank contains a set of databases and is equipped with modules for com-
puting equilibria and diagrams.

iii



iv



Introduction

Classical thermodynamics deals with states of equilibrium but is also used to shed light on
spontaneous changes between two states. One can compute the state of equilibrium or the
driving force for a change by searching for the extremum of a characteristic state function. It is
most common to use a function called Gibbs energy, which must be minimized under constant P,
T and content of matter in the system under consideration. From this criterion one has derived
a large number of equations under various conditions of equilibrium. In applications it is often
necessary to solve a set of such equations simultaneously. Modern computers offer a different
possibility. Software has been developed for the automatic minimization of Gibbs energy. It is
no longer necessary to define or find the proper set of equilibrium equations. It is sufficient to
define the conditions for the equilibrium state to be computed. Advanced software is not limited
to minimizing the Gibbs energy but makes it possible to use other conditions than constant P,
T and content of matter.

In this new situation it seems that students of thermodynamics should not be forced to handle
the wealth of formulae common in classical textbooks of thermodynamics. The main emphasis
should be on the modelling of the Gibbs energy of various kinds of phases and on different ways
of defining the conditions for various kinds of equilibria. This should lead to a new strategy of
teaching thermodynamics and it requires close contact with computers. Exercises on the use of
equilibrium equations in various situations should be replaced by computer-operated exercises
mainly concerned with an analysis of what factors might control the equilibrium conditions
in a given situation. The student should thus be required to acquire a better fundamental
understanding of thermodynamics and less skill in manipulating formulae.

The present compendium represents a first attempt to present thermodynamics in this new
way. Hopefully, the text is self-consistent and logical but much shorter than in textbooks with
derivations of many equations and relations between various quantities. However, in order
to acquire any working ability in thermodynamics it is necessary for the student to practice
repeatedly on a computer as s/he works her/his way through the text.



List of important terms

Associate
Component

Concentration
Constituent
Constitution
Content
Dormant

Excess Gibbs energy
Isobaric
Isobarothermal
Isoplethal

Isothermal

Molar content
Molar Gibbs Energy
Mole fraction, z;

Reciprocal system
Reference state

Site fraction, y;
Species
Standard state
Stoichiometric

Suspended

System

Real or hypothetical group of atoms, to be treated as

a species

Atom or group of atoms used for representing the
composition of the system

Amount per volume

A species in a certain phase or sublattice

Distribution of constituents on the sublattices

Amount in system or phase

Sleeping, a phase excluded from taking part in the
equilibrium

@G, Gibbs energy in excess of a model regarded as ideal
Under constant P

Under constant P and T

Under constant amounts of or ratio between some
components

Under constant T’

Amount (in mole) per mole of phase or system, i.e. a ratio.
G, Gibbs energy per mole of atoms or formula units
Fraction of a component j in a system. Same as

“molar content”

A special kind of four-component system

Unique state of an element at some selected P and T,
used as reference for Gibbs energy

Fraction of constituent j in a sublattice

Atom or group of atoms of some stability, e.g. molecule
State of a pure element at the current P and T
Composition/Phase expressible by formula with small
integer coefficients
Phase/Species/Component/Constituent that is excluded
from the system

The portion of the universe for which equilibrium is
considered
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Chapter 1

Basic Thermodynamics

1.1 First law of thermodynamics

Energy can be transferred to a system from the surroundings as heat, @), or work, W. The
first law of thermodynamics requires that energy cannot be generated nor destroyed and the
transferred energy must somehow be stored inside the system. Without analyzing in what way
it is stored, one would thus know that the energy of the system has changed by an amount equal
to what it has received. One has thus defined a special concept, the internal energy, U, and
in basic thermodynamics there is no need to discuss its physical nature.

dU = dQ + dW (1.1)

We will mainly be concerned with work done by an external pressure, P, by compressing the
system with an amount of —dV, yielding

dU = dQ — PdV (1.2)

Under constant volume, V', the heat transfer to the system will be

dQ = dU (1.3)

Under constant pressure, P, the heat transfer will be

dQ = dU + PdV + VdP = d (U + PV) — VdP = dH (1.4)

We have introduced the notation H for U + PV and that quantity is called enthalpy. Eq. 1.4
explains why it is often called heat content but it should be remembered that there is no ther-
modynamic way of distinguishing heat from work inside the system. In thermodynamics, heat
and work are just different mechanisms of transferring energy between two systems or between
a system and its surroundings. Enthalpy is a very useful property because it is more common to
operate under constant P than V. Using Eq. 1.4 one can determine experimentally how H varies
with T for various substances and such information is often collected in tables for properties of
various substances.



CHAPTER 1. BASIC THERMODYNAMICS

Exercise 1.1.1. Evaluate the heat of melting of 1 mole of pure fcc-Ni at 1 bar.
Hint 1) The melting point at 1 bar is 1728.25 K. 2) Integration of Eq. 1.4 yields
Qmelting = H liquid _ frfee hecause for a pure element the phases retain their prop-
erties during the whole melting process when P and T are kept constant.

1.2 Second law of thermodynamics

The second law of thermodynamics concerns another quantity, S, called entropy. A process
or reaction occurring spontaneously inside a system must increase the entropy of the system if
there is no heat exchange with the surroundings.

d;pS > 0 for spontaneous internal processes (1.5)

An internal process will be infinitely slow if d;,S = 0. This is sometimes regarded as a reversible
process. The symbol d;, means that the change is caused by an internal process and d;;,S is
regarded as an internal entropy production. A heat exchange itself will change the entropy
by dQ/T and the total change of S in the system accompanying an internal process would be

_dqQ aq
dS = =% +dipS > 7 (1.6)

since d;pS > 0. No attempt will here be made to explain entropy or prove the second law.
Actually, both laws will be regarded as axioms.

Exercise 1.2.1. Evaluate A;,S for the solidification of 1 mole of liquid Ni in a
system at 1720 K and 1 bar.

Hint Solidification of the liquid can be regarded as an internal process of the system.
Liquid and fec Ni are in equilibrium at 1728.25 K. At that temperature liquid Ni
will not solidify spontaneously, d;,S = 0. At 1720 K the liquid is supercooled and
could solidify spontaneously, d;,S > 0. The quantity d;,S could be evaluated from
Eq. 1.6 in the integrated form, A;,S = AS — AQ/T. Eq. 1.4 then yields for one
mole A;,S,, = Sfc — Shia — (HJee — Hi9) /1720. The molar quantities should here
be taken from 1720 K.

1.3 The combined law

Combining Eq. 1.6, rewritten as T'dS = dQ +1'd;,S, with the first law as given by Eq. 1.2 yields
the combined law,

TdS = dQ + Td;,S = dU + PdV + Td;,S > dU + PdV (1.7)

We can rearrange the terms in order to introduce P and T as the variables,

—Td;,S = dU + PdV — TdS = d (U + PV — TS) — VdP + SdT (1.8)

2
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G A

0 Eed ET

Figure 1.1: For an internal variable, the equilibrium is found by minimizing G if P and T are
constant.

Introducing the symbol G for U + PV — T'S, a quantity called Gibbs energy, we obtain

dG =VdP — SdT — Td,;,S < VdP — SdT for spontaneous internal processes (1.9)

G is of more direct practical use than S because it depends on P and T and one usually considers
systems under constant P and 7. A system kept under conditions of constant P and T may
undergo a change by a spontaneous internal process under exchange of heat and work with the
surroundings if it causes a negative change of G.

dG = —Td;,S < 0 for spontaneous internal changes under constant P and T (1.10)

Exercise 1.3.1. Evaluate A;,S for the solidification of 1 mole of liquid Ni at 1720
K and 1 bar from information on AG for solidification. Hint AG may be obtained
from a table of G,,, or from a computerized database.

1.4 Driving force and dissipation

Eq. 1.10 may be illustrated with a simple diagram, Fig. 1.1, where the x axis represents the
extent of an internal process, £, in a system kept under constant P and T. In contrast to
the external variables, which may be controlled from the outside, £ is an internal variable,
which can change spontaneously even in a completely isolated system. Starting at & = 0, the
Gibbs energy here decreases as the process proceeds but the process will finally stop when it can
no longer decrease the Gibbs energy, i.e. at the point of minimum. If the system were initially on
the other side of the minimum, the process would spontaneously proceed in the other direction
and approach the same minimum. The minimum thus represents the equilibrium of the system
with respect to this internal process and the equilibrium condition under constant P and T is

(3G/8§)P,T =0 (1.11)

One may thus determine the state of equilibrium with regard to this internal process if one
knows how G varies with £ under constant P and T'. It is evident that G must be a function
of £ in addition to P and T, i.e. G = G (P, T,&). The rate of decrease of Gibbs energy, defined

3
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from the slope of the G curve in Fig. 1.1, can be regarded as the driving force for increasing
the £ variable, denoted D (or DF if there is a need to distinguish it from a diffusion coefficient).

D =~ (9G/0€) p.r (1.12)

For a transformation between two states, a — [, one obtains by integration D = —AG,,, where
AG,, = G? — G In view of Eq. 1.11, a system will be in internal equilibrium under constant
P and T if D = 0 for all possible internal processes. One often assumes that the rate of a process
is proportional to its driving force. A process could occur spontaneously only if D > 0.

If we consider only one process at a time, then Eq. 1.9 yields under constant P and T'

D = —(9G/9€) p. = TS/ dé (1.13)

We can identify D with T'd;,S/d¢ and replace T'd;,S by Dd¢ in all the previous equations,
e.g. Eq. 1.9,

dG = VdP — SdT — Dd¢ (1.14)

In this connection, Dd¢ may thus be regarded as the dissipation of Gibbs energy and [ Dd¢ as
the dissipated Gibbs energy for a process. Evidently, an internal process occurring under D = 0
would not produce any entropy, nor dissipate any Gibbs energy. However, it is predicted to be
infinitely slow. As already mentioned, such a process is sometimes regarded as a reversible
process. Likewise, a process does not dissipate any Gibbs energy if d¢ = 0. Of course, that
happens at equilibrium where D = 0 but also for a frozen process, which could happen if the
temperature is low enough to make the rate of the internal processes practically zero. In both
cases

dG = VdP — SdT (1.15)

It would thus be possible to vary P and T of a system without causing an internal process if all
possible internal processes are frozen. Eq. 1.15 will be our most useful form of the combined law
for a unary system.

Exercise 1.4.1. Find the driving force for the formation of solid Ni from liquid Ni
at 1720 K and 1 bar.

Hint The only quantity that changes during isobarothermal solidification of pure Ni
is the amounts of solid and liquid Ni. It may thus be convenient to express the extent
of solidification, &, by the amount of solid Ni, e.g. expressed as moles, N°°. The
driving force, D, will have the same value during the whole solidification of a pure
substance and we obtain D = —AG/A¢ = — (G#°! — G") /AN*! = Glia — Gz,

1.5 Variable Composition

Consider a system for which also the content may change by exchange of matter with the
surroundings. By generalizing Eq. 1.14 one obtains

4
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dG =VdP — SdT +_ p;dN; — Dd¢ (1.16)

1; enters into this expression as one of several coefficients. They can all be expressed as partial
derivatives of G, e.g. V = (0G/OP) 1 y, . and py, = (0G/ONy)p. PN, e The subscript Nj indi-
cates that all N; except Nj, are kept constant. If also P and T are kept constant and there is
no internal entropy production, one obtains

HEe = (aG/aNk)T,P,Nj (1.17)

Due to its definition, py is a partial derivative of G and is often called the partial Gibbs
energy of component k. P and T and all u; are regarded as external variables because they
can be controlled from the surroundings. V', S and N; are also external variables but of all those
external variables only P, T" and all the u; are regarded as potentials because at equilibrium they
must each have the same value in the whole system. They can be kept constant at fixed values
by requiring equilibrium with an infinite reservoir of matter with those values. In addition to be
regarded as a partial Gibbs energy, uy is also regarded as the chemical potential of component
k. It is a very important property of the system.

It is also possible to consider the system as a reservoir which can supply the surroundings with
matter of the potentials given by Eq. 1.17 because

-0G oG
= —_— = 1.18
(‘aNk>P,T,N]» (aNk)P,T,Nj & ( )

The mole fraction zx = N/ >  N; = Ni/N will now be introduced as a means of expressing
composition. From Eq. 1.16, we obtain

dG = VAP — SdT + (Z /w:) AN — Dde¢ (1.19)

Consider a large amount of homogeneous matter with uniform P, 7" and composition. Define a
very small volume as the system and extend its limits gradually without really changing anything.
At any stage the Gibbs energy will be proportional to the amount of matter.

G = (Z ua:) N =Y b (1.20)

It should be emphasized that one could often define a large number of internal processes and
their driving forces. They are also internal variables. In fact, all that can be used to describe
the internal state of a system can be regarded as internal variables.

The molar Gibbs energy is defined as

G =GN =3 (1.21)

The definition of chemical potential is illustrated for a binary solution phase by the molar Gibbs
energy diagram in Fig. 1.2.

In order to explain the diagram we shall soon need the following partial derivatives for x4 =
NA/N and rp = NB/N
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G, A °Gp

°G, (1-x,)—=
Hy

Xg I-x5=x,

AA B B

Figure 1.2: The chemical potentials of a binary alloy of composition x4, xp are found from
the intercepts made on the axes by the tangent.

0r A N-0—Ny-1 —xA
= = 1.22
(6NB)NA N2 N (1.22)
axB _N'l—NB~1_1—.’EB
(MB) NNl 1 (1.23)
Na

It is evident from Eq. 1.18 that the chemical potential of each component must have the same
value everywhere in a system at equilibrium. Otherwise, the Gibbs energy could decrease spon-
taneously by some material moving into the region with the lower value. The driving force for
such a reaction would be

D = p; —pf (1.24)

This is why the chemical potential is regarded as a potential. The same applies to P and T,
which are also potentials. There is one exception. P will have different values on the two sides of
a curved interface with a specific interfacial energy, o [J / mz]. For a spherical interface a simple
mass balance shows that

AP =25/V,, (1.25)

One usually regards the elements A and B as a set of two independent components in a binary
system because one can vary the amount of one without changing the amount of the other.
However, one can define the set of two independent components differently. It may be convenient
to regard a combination of A and B as one of the independent components. When A is replaced
by A,By but B is retained, Eq. 1.20 for a binary system can be rearranged

6
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G =Y piNi = Napa+ Nppp = Napa + Nppp + (b/a)Naps

(1.26)
= Na(pa + (b/a)up) + (Np — (b/a)Na)up = N4, g, 1A, B, + Npip

where

Ha.B, = apia +bup (1.27)

and N p = Na/a and N = Np — (b/a)Na. The coefficients, a and b are usually small
numbers but may be replaced by the mole fractions, z4 and xp. It should be emphasized that
14, B, may be a useful quantity even without defining a new independent component. When
A, By molecules are actually present in a solution phase, then Eq. 1.27 expresses their chemical
potential at internal equilibrium between the three species. For a frozen state, all three chemical
potentials depend on their actual amounts. Eq. 1.27 can be applied only for a real or assumed
equilibrium.

Exercise 1.5.1. (Advanced) Use Eq. 1.17 to derive p4 for a system composed of a
mixture of two stoichiometric A-B phases.

HintRemember that Gibbs energy is an additive quantity. How can one then keep
Np constant when one varies N47

1.6 Expressing chemical potentials through
the molar Gibbs energy

In order to apply the definition of pup, obtained from Eq. 1.17 for a binary system, to Fig. 1.2
we shall introduce the molar Gibbs energy G,, = G/N, which should really be described as a
function of x4 or zp but is often given with an expression containing both mole fractions. It
is then implied that x4 = 1 — zp for a binary system. As long as we obey Eqs. 1.22 and 1.23
we may treat G, as a function of both x4 and =g, regarded as independent variables, which is
often practical. We may thus derive expressions for the slope of the tangent, dG,,/dzp , and
chemical potentials.

0G, oG, ~ (0G,  0G,
dCm = 0x 4 dea+ %dIB N <8:L‘B © dza ) dzs (1.28)
dGp, 0G,, 0Gn,
= — 1.29
dl‘B ( 6933 a.CEA ) ( )

Using Eqgs. 1.22 and 1.23 we obtain
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[ 0G _ (9(NG,)
GB:#B_(aNB)NA_< ONp )NA

B ON IG ., Ora 0Gm, Jxp
_Gm (3N3>NA+N(9£CA <8NB>NA+N8$B (aNB)NA

. 9Gn _ 1 9Gnm (1.30)
me XA 8$A +(1 :UB) axB
0G,, 0G,
_Gm+xA<8.’EB_8xA)
=G —‘rl‘A%
d$B

The chemical potentials can thus be obtained from the intersections of the tangent with the
component axes in Fig. 1.2. Taking the difference between Eq. 1.30 and a similar equation for
14 we obtain for the slope of the tangent

i ve (%m 9Gm\ L (0Gw G
HB — B4 = Sm A oxp 0x 4 mn B 0xa oxp

0G,, 0G, _ dG,

(1.31)

orp 0z 4 dxrp

This relation is also illustrated by Fig. 1.2. Finally, it should be mentioned that one can in the
same way derive an expression for the chemical potentials in a multicomponent solution. It is
preferable to express it as follows.

OG, 9G
Gop=pp=Cm+ o= (1.32)

T
8:53 ! 8l‘i

It is evident that this reduces to the third line of Eq. 1.30 for the binary case. In connection
to Eq. 1.18 it was mentioned that the chemical potential of a component could be regarded as
its partial molar Gibbs energy. Partial quantities of other molar properties can be defined in a
similar way according to the general relation,

0A 0A 0A
A= (22 — A, +Zm N, C0m 1.
* (aNk)P,T,Nj e Oy, Zm i (133

As an example, by inserting H in place of A one obtains the partial enthalpy of component & in
the solution, usually called heat of solution of component k.

Since each potential must have the same value in all parts of a system at equilibrium, two
phases in equilibrium must have the same values for P, T and all the chemical potentials. In a
molar Gibbs energy diagram for which P and T are kept constant it is thus necessary that the
compositions of two phases in equilibrium are such that there is a common tangent and from
the intersections on the component axes one can read the chemical potentials of the two-phase
equilibrium. See Fig. 1.3.

A binary compound ¢ with constant composition is represented with a single point in the molar
Gibbs energy diagram but it is convenient to represent it with a very narrow parabola which is
consistent with the difficulty to vary its composition. Fig. 1.4 demonstrates that the chemical
potentials of the components are not uniquely defined in such a phase.

8
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Figure 1.3: The equilibrium between binary phases is found from the common tangent. Its
intercepts on the axes give the chemical potentials.

Figure 1.4: The chemical potentials are not defined by a phase of constant composition, a
so-called stoichiometric phase. It is here approximated by a very sharp parabola.
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Exercise 1.6.1. Use Eq. 1.17 for evaluating the chemical potentials of Ag and Cu
at equilibrium in an Ag-Cu melt of 40 mass-% Cu at 1200 K and 1 bar.

Hint When you can define the conditions for a state of equilibrium in your software
then it should be possible to make your software evaluate most properties of the state.
Find out if it can evaluate pa4 and pc,, as partial derivatives, i.e. as (dG/dNi)PvaNj.

1.7 Gibbs—Duhem relation

In Fig. 1.4 one can give the tangent any slope through the point representing ¢, a so-called
stoichiometric phase. This demonstrates that the chemical potentials are not defined for such a
phase alone. Two possibilities are shown in Fig. 1.4. They are identified by 7 and /7, respectively.
However, the p4, pp pair can be chosen in an infinite number of ways but according to Eq. 1.21
it must obey the relation

G?, zxﬁ,uA+x%,uB (1.34)

This relation can also be verified geometrically from Fig. 1.4. Since xﬁ and x% are constant and
G%, has a fixed value for this phase, we find

J;ﬁduA + x‘gd,uB =dG? =0 (1.35)

Actually, one can prove that this relation also holds for a solution phase where the composition
can vary, as long as the variation in composition is small. It is called the Gibbs—Duhem
relation and its general form is

> widp; — VindP + SpdT = 0 (1.36)
Multiplying by N we obtain an alternative form of the Gibbs-Duhem relation.
> Nidp; = VdP + SdT =0 (1.37)

It should be emphasized that we have derived the Gibbs-Duhem relation only for a system
containing a single phase. In fact, it only applies to each phase separately if there are more than
one phase in the system.

Exercise 1.7.1. Consider the equilibrium between an A-rich phase and a stoichio-
metric AsBs compound. Use Eq. 1.34 to illustrate how pp can be obtained from a
molar Gibbs energy diagram.

Hint Remember that the molar Gibbs energy of all phases is expressed per mole of
atoms in the molar Gibbs energy diagram, not per formula unit.

10
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Exercise 1.7.2. The chemical potentials of A and B in an A-B solution phase can
be changed by adding some B or by exchanging some A for the same amount of B.
Check the validity of the Gibbs—Duhem relation at constant P and T for these two
cases numerically on a solid Ag-Cu alloy with 5 atom-% Cu at 1 bar and 1100 K.
Hint For these two cases the Gibbs-Duhem relation yields

New (Opcu/ONcu)y ., pr + Nag (Opiag/ONc) g, pr =0
New (8M0u/6NC’u)N,P’T + NAg (8MAg/8NCu)N7P7T =0

An advanced thermodynamic program can give all these derivatives directly. If that
is not available to you, consider 1 mole of the alloy, first evaluate the chemical
potentials directly, then add a small amount of Cu, e.g. 0.01 mole, and evaluate the
new chemical potentials, and apply Eq. 1.37 to the differences obtained and, finally,
do the same after also removing the same amount of A.

Exercise 1.7.3. It is common to express the chemical potential of oxygen in a gas
through the partial pressure of the O molecules. Of course, the value of this quantity
is directly related to the chemical potential of O5. Show that it is also related to
the chemical potential of O. The result may seem absurd if there are no O atoms
present. Some condition must be fulfilled. Which one?

Hint Apply Eq. 1.27.

1.8 Phases

A homogeneous system or portion of a system is regarded as a phase and is often denoted by
a Greek letter, e.g. «, 3, 7, 0 etc. Many phases can have a variable composition and can then
be regarded as solution phases. Phases are thus identified not by their composition but by
their structure, e.g. body-centered cubic (bce) or liquid (L). Many phases have an almost or
practically constant composition, which can be represented by a chemical formula with small
integers as coefficients, e.g. Al,O3. They are regarded as stoichiometric phases.

V, U and S are all extensive properties and are additive in the sense that the value for a

composite system is the sum of the values of the parts, e.g.

V=vetvh (1.38)

For a homogeneous system, the value of an additive property is proportional to the size of the
system, IV, and for all extensive properties one can define the molar quantity

Vip = V/N (1.39)

The subscript m indicates that the size is here measured as the total number of mole of atoms,
N. Tables with properties of substances always give molar properties. Molar properties can be
regarded as intensive because they have the same value everywhere in a homogeneous system.
However, they are not potentials like P, T" and p;, which must have the same value everywhere
in the whole system at equilibrium.

11
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G is also an additive property but only for systems with uniform P and T because they are
external variables. The molar Gibbs energy of a pure element A could be denoted °G2, (A) but
is usually abbreviated °G9. From Eq. 1.17 it is evident that p, for a pure element in the o
state is equal to °G9 because N = N, and G = N - °G9. For a stoichiometric phase like AlyO3
one may define the molar Gibbs energy per mole of formula units, °G 4;,0,, i.e. for five moles of
atoms.

Exercise 1.8.1. Find the total Gibbs energy of a system containing 0.5 kg of Al,O3
and 1 kg of CaO at 1 bar and 1500 K. Suppose the two substances have not reacted
with each other. Check the law of additivity.

Hint The system is not really in internal equilibrium since the two oxides have a
tendency to react with each other. To avoid that they react with each other, you
could simply omit all other phases from the set of data fetched from the database.
To check the law of additivity, evaluate the total G and G of the Al,O3 phase and
G of the CaO phase separately and add them.

1.9 Gibbs phase rule

The value of a potential in a system can be changed to a new value by bringing the system in
contact with a large reservoir at another value. There are ¢ + 2 such independent potentials,
basically P, T and the chemical potentials for ¢ components. It may seem that one has the
freedom to vary all ¢ + 2 potentials, i.e., one has ¢ + 2 degrees of freedom. However, the Gibbs-
Duhem relation states that a phase cannot remain in a system under changed conditions unless
the variations of all the independent potentials are somehow related. The degrees of freedom to
vary the conditions are thus reduced to ¢ + 2 — p where p is the number of phases one wants to
be present in the system because the Gibbs-Duhem relation is different for all the phases. One
also says that the variance for a system with p prescribed phases is

v=c+2-p (1.40)

When applied to a phase diagram v is the dimensionality of phase fields but it should be realized
that the rule was derived by considering potential variables. Consequently, it applies only to
phase diagrams with potential axes. Fig. 1.5 illustrates this difference with an example from the
Ag-Cu system, One degree of freedom has already been consumed by requiring that the pressure
is always 1 bar, yielding a remaining variance of v = ¢+ 2 —p — 1 = 3 — p. The first diagram
has two potential axes and one-phase fields are two-dimensional, two-phase fields are linear and
the three-phase field is the point of intersection in agreement with the rule. The other phase
diagram has a two-phase field that is two-dimensional in conflict with the rule. The reason is
the use of a molar axis which is not a potential.

Exercise 1.9.1. Sometimes one plots the phase diagram for a system with different
sets of axes in order to illustrate different aspects. Fig. 1.5 shows the Ag-Cu phase
diagram at a pressure of 1 bar, plotted in two ways. Locate the fcc+L phase field in
both diagrams and try to apply the Gibbs phase rule. Explain the results.

Hint In this system there are two fcc phases. Choose one of them. Remember under
what conditions the rule was derived.

12
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Figure 1.5: The Ag-Cu phase diagram at 1 bar.

Exercise 1.9.2. Eq. 1.16 has some terms with a potential as variable and some with
an extensive quantity. Which one is intensive and which one is extensive in the term
Ddg?

Hint You may for instance consider the solidification of a pure metal as the internal
process.

1.10 Introduction of new components

In Section 1.5 it was shown how one could define a new component for a particular purpose. A
common case is a solution phase containing associates between the basic components, e.g. a gas
phase with two components, H and O elements or Hy and Oy molecules, which may react to
form HyO molecules. According to Eq. 1.27, equilibrium for the reaction requires that

H,0 = 2piH + [0 (1.41)

It could also be written

WEH,0 = LH, + 0.5010, (1.42)

because pp, = 2py and po, = 2po at equilibrium, again according to Eq. 1.27 but now with
a =2 and b = 0. The driving force for the reaction Hs + 0.505 — H>0O, before equilibrium has
been established, can be written as

D= WEH, + O.5u02 — 1H,0 (143)

where all the chemical potentials are evaluated from the actual amounts of the species.
One could thus define a new set of components in any way provided that the Gibbs phase rule

is satisfied by the number of independent components being correct. As an example where a
new set of components may be convenient one can mention a system obtained by mixing several

13
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stoichiometric oxides. Oxygen and the primary oxides may then be used as the set of independent
components instead of the set of elements. At equilibrium one can directly obtain the chemical
potentials for one set in terms of those in the other set using Eq. 1.27. However, if all the oxides
were stoichiometric and formed from different elements, there should be no way of varying the
oxygen content independently. Eq. 1.17 could not be applied to oxygen and the oxygen potential
could not be defined, nor the potentials of the other elements, only the potentials of the oxides.

Stoichiometric phases may be taken as an example. From a database one may obtain some ther-
modynamic properties of an oxide MO by tabulation, e.g. the molar Gibbs energy of a particular
crystalline structure, °G¥, . Other pieces of information may be obtained be calculations from
the basic information. If a general kind of software for thermodynamic calculations is available
it probably requires that the degrees of freedom are reduced to zero by the specification of con-
ditions. For a system with only the MO phase one obtains v = c+2—-p=2+2—-1= 3.
Two further conditions could be prescribed values of P and T. It will be necessary to introduce
one more condition. It could be another phase formed by one or both of the components, e.g.
metallic M or gaseous Oy or the oxygen potential. One can use any such condition as long as
one is interested in only the properties of MO, e.g. its heat capacity or enthalpy. For a system
with oxides of two different metals, MO and LO, the situation will be the same and also the
remedy.

Exercise 1.10.1. For the Ca-O-Si system it may be natural to use the three elements
as components. However, suppose you are only interested in the reactions between
the two primary oxides, CaO and SiOs, and you like to compute the CaO-SiO5 phase
diagram, which is really a quasibinary section of the ternary one. Should you expect
any problem? If so, try to solve it.

Hint A thermodynamic program normally treats the elements as components and
for a ternary system there are three. In the present case it may seem natural to
define CaO and SiOs as the components but the program may still require a third
component. You have to introduce a third component that is not situated on the
Ca0-SiOs line. It may seem most logical to select O as the third component. To
avoid that other phases in the CaO-0O-SiOy system appear in the calculation it may
be convenient to use a very low O activity, e.g. 10710,

1.11 Gibbs energy of formation

Consider an A-B system consisting of pure A and pure B which are not soluble in each other.
The values of ;14 and pp are thus established as °G and OG%. Then, suppose A and B atoms
in the correct amounts form one mole of a new stoichiometric phase, the ¢ phase. The change
of the molar Gibbs energy of the system will be

AG, :G%—xﬁ,uA—x%,uB zGﬁl—xﬁ OGj—x% OG% (1.44)

The formation of ¢ is illustrated with a molar Gibbs energy diagram in Fig. 1.6. In this case
the compound forms under a decrease of the Gibbs energy and the driving force is thus positive,
D = -AG,,.

The formula of a compound is usually given with the coefficients a and b as small integers and

the Gibbs energy per mole of formula unit is Gﬁa B, = (a+b)G%,. The change per formula unit
of the new phase ¢ when formed from pure A and pure B will be,
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5GY g, = °G4 g, —a°GL — VGl =—(a+b)D (1.45)

The superscript © indicates that a quantity refers to a pure component or stoichiometric com-
pound. The quantity A;G?;L is regarded as the standard Gibbs energy of formation of the

¢ phase if °G¢ and OG% have been chosen as the molar Gibbs energies of pure A and B in their
most stable states at the same P and T, their standard states. See Section 1.14. This quantity
is thus negative for all compounds that can form spontaneously from the standard states of the
elements.

The magnitude of the driving force of a phase with variable composition depends on the exact
composition of the phase as it precipitates (in this specific case, the phase is stoichiometric, i.e.
always the same composition) but also on the composition of the parent phase if it is a solution
phase. The largest value is obtained with a parallel tangent construction in Fig. 1.7(a) which
illustrates the precipitation from a solution phase. The composition of that phase, (%°; %),
controls the chemical potentials of both components and this phase acts as a reservoir of both
components. Instead of the molar Gibbs energies of the pure components one should here
introduce the chemical potentials of the parent solution phase in Egs. 1.44 and 1.45 obtaining

D =l + apps — G, (1.46)

G%, in Eq. 1.46 is defined for 1 mole of atoms. Multiplying Eq. 1.46 with a + b, rearranging and
inserting the value for °Gia’3b from Eq. 1.45 and knowing that 2% = a/(a+b) and 2% = b/(a+b),
we obtain

(@+b)D =a(p% — °G%) +b (M%O - OGBB> —ASGY (1.47)

The composition of the solution phase will change gradually as the precipitation proceeds and the
driving force will thus decrease until it approaches zero as a final equilibrium is established when
the parallel tangents coincide. Fig. 1.7(a) thus shows the initial driving force and Fig. 1.7(b)
shows the total driving force for the complete process. It is expressed per mole of the precipitated
phase because it comes from a molar Gibbs energy diagram. It may be called integrated driving
force and may sometimes be denoted D;,; since it is obtained by integration over the whole
process. It should be emphasized that an integrated driving force can be evaluated only between
two states of the same composition. In a molar Gibbs energy diagram they must fall on the
same vertical line.

Thermodynamic information of compounds is often tabulated in the form of standard Gibbs
energy of formation i.e. defined relative to the standard states at the current P and T'. However,
in computerized databases it is preferable to store the properties of substances as functions of
temperature and it is then more convenient to have references at a fixed temperature. See
Section 1.14.

Exercise 1.11.1. Evaluate the standard Gibbs energy of formation of Cro3Cg at 1
bar and 1000 K from your data bank system.

Hint Find the Gibbs energy for 1 mole of formula units of Cra3Cg. Start by changing
the references of Cr and C to bce-Cr and graphite at 1 bar and 1000 K.
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Figure 1.6: Construction to find the driving force to form one mole of a binary phase from the
pure components.
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Figure 1.7: (a) Construction to find the initial driving force D for precipitating a binary ¢ phase
from a solution phase of an initial composition z%°. (b) Diagram showing the final composition,
x%/ ¢, of the parent phase at the o + ¢ equilibrium. D;,; is the integrated driving force for the
complete precipitation process.
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1.12 Properties of the Gibbs energy function

As already discussed, it is possible to express all the thermodynamic properties of a substance
through its Gibbs energy. This is accomplished by the use of various partial derivatives of the
characteristic state function G (P, T, N;). Eq. 1.17 is just one example. In the same way one
obtains

V = (9G/OP)p 1 n, (1.48)
S =—(0G/IT)p . (1.49)
H=U+PV=G+TS=G-T(OG/IT)py = (d(G/T)/0(1/T))py. (1.50)

One defines the heat capacity as the capability of a system to receive heat under a given
increase of T, dQ/dT. Tt used to be called specific heat. Under constant P we obtain

Cp = (0H/OT)py, = —T (0°G/0T?), . =T (3S/IT)p , (1.51)

The molar heat capacity is defined as Cp/N. Furthermore, one defines the isothermal com-
pressibility and thermal expansion as

kr = —(OV/OP) .y, |V = — (82G/6P2)T)Ni / (0G/OP) y. (1.52)

a=(3V/OT)py, |V = (0°G/ITIP) [/ (0G/OP)y v, (1.53)

The definitions of k7 and a can be applied to the molar volume without change of the numerical
value but the results of Eq. 1.51 is proportional to the size. It is usually applied to the molar
Gibbs energy and the result is called molar heat capacity.

These three quantities are particularly important properties and can be determined experimen-
tally for various substances. Such information is compiled into tables that have been the primary
source for the evaluation of other thermodynamic data, mainly for Gibbs energy. In recent years
one has started to collect evaluated functions of G (P, T, N;) from such information and store
them into computerized databases. One may use automatic procedures based on the above re-
lations and similar ones to directly obtain all the properties needed for a practical application.
With advanced software it may not even be necessary to inspect or handle the values of those
properties. They may be directly applied to the practical situation and the output could give
the answer to a technical question.

Exercise 1.12.1. Evaluate the enthalpy of pure Mo at 2000 K relative 25°C and 1
bar.

Hint You may not need to use Eq. 1.50 because most kinds of thermodynamic soft-
ware have special procedures for the evaluation of the properties based on the first
derivatives of G.
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Exercise 1.12.2. Evaluate the thermal expansion of an alloy of Fe with 0.5 mass-%
C at 1300 K and 1 bar from stored information on G for the fcc phase, which is the
stable phase under those conditions.

Hint Again you need the kind of software that can evaluate partial derivatives.

1.13 Adiabatic changes

We can rearrange the second law from Eq. 1.6 using Eq. 1.13,

dS = dQ/T + dip,S = dQ/T + (1/T) Dd¢ (1.54)

During a very rapid compression of a material one may imagine that there is no time for heat
conduction nor for an internal process. The first condition means that the compression is adia-
batic, d@Q = 0, and the second condition means that the compression is reversible, because there
is not sufficient time for an internal process, d¢ = 0. Eq. 1.54 shows that these conditions make
dS = 0. An adiabatic and reversible change is isentropic. The change of temperature during
this kind of compression can be expressed as (07'/0P)g.

Exercise 1.13.1. Consider a shock wave traveling through a plate of iron, which
initially is at 20°C. Evaluate dT'/dP.

Hint A shock wave is very fast and there is very little time for heat conduction. It
may happen that there is time for some dislocation movements and the wave may
leave the material slightly deformed. Neglecting such effects one can approximate the
compression and the release of pressure on the back side of the wave as isentropic.
One could then obtain dT'/dP when the wave is approaching as (9T/0P)g. It is
directly obtainable from an advanced data bank system for thermodynamics. If such
a system is not available one must express the partial derivative in terms of the
properties available in tables, i.e. Cp, o and k7, which are second derivatives of
G with respect to P and 7. In that case you should thus transform (07/0P)4 to
derivatives where P and T are the variables. Since S is also involved you should
consider a function S (T, P).

08 oS
ds = (8T>PdT+ (8P>po

- (22), (), (),

and using Egs. 1.51 and 1.53

<£)S:_($>T/($)p:_<$>/<asz):c}:/ycr

It should be emphasized that V, « and Cp vary with P and T and detailed infor-
mation is required in order to integrate this result to higher pressures. That can be
obtained from a database but integration is still laborious. Much can be gained by
using an advanced data bank system.

For dS =0
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1.14 State of reference and standard states

Thermodynamic modeling of the properties of solution phases will be described in Chapter
2. The chemical potentials of the components vary with composition and different models use
different functions of the composition variables. The chemical potentials of the pure components
are usually given as the molar Gibbs energy of the component in the same crystallographic
structure as the solution phase, denoted by °G% where the superscript ° indicates that the
quantity concerns the component in pure form. °G is thus used as a reference for the chemical
potential of A in the « solution. It may be regarded as a model-based reference. When
comparing the chemical potential of a component in two different phases one may need a common
reference. In Fe-Cr solutions one may like to compare the chemical potential of chromium with
the value obtained for pure bce-Cr at the same P and T, i.e., at the current P and 7. This is
the most stable form of chromium and it is common practice to use the most stable form of the
element as a common reference. It is often regarded as the standard state of the element and
may be denoted by °G5¢. It is as in the definition of the standard Gibbs energy of formation
in Eq. 1.45. The relation between two references is found by applying the fact that the actual
chemical potential, %, is not affected by the choice of reference made when one wanted to
express it with a number.

pi = °G4 + f (comp) = G + (°G4 — °G) + f (comp) (1.55)

One will thus have to add the quantity (°G% — °G%¢) to the function f (comp).

There is also a need of references for the description of Gibbs energy as function of P and T.
It must be independent of P and T and it is then possible simply to use the most stable state
of the element at normalized values of P and T. This may be denoted by °GY*T where NPT
stands for Normalized P and T'. Usually, one uses 298.15 K (25°C) and 1 bar or possibly 1 atm.

. . . . oref
If there is a need of yet another kind of reference, it may simply be denoted by °G'y”.

The kind of reference, represented by the Gibbs energy of a state, is not sufficient for all purposes
because there are two contributions to Gibbs energy, an enthalpy part and an entropy part and
each one requires a reference. The enthalpy has no natural reference and it can be chosen
arbitrarily but should follow international agreement. One usually uses the enthalpy of the most
stable state at 1 bar and 298.15 K. For the entropy there is a natural zero point for the elements
at 0 K according to the third law of thermodynamics. The problem is that it is difficult to
determine experimentally the difference of entropy between 298.15 K and 0 K. Nevertheless,
there is a system called the G-HSER system that uses this zero point. A dataset based on this
system should thus be able to return the absolute values of entropy. In practice this may be
best satisfied for the most stable phase of the elements. The considerable uncertainty for other
states of the elements has practical consequences only at very low temperatures. The enthalpy
reference for one mole of an element will be denoted by H5EF and data are given as G4 — H3ER
for a unary (one component) system and as G,, — H*F% for a solution or compound of more
than one component where HSF® represents an average over the components.

1.15 Duhem’s theorem

In the state of equilibrium under given P, T and N, all the internal variables have obtained
their optimum values, which minimize the Gibbs energy of the whole system. In principle, the
Gibbs energy of a system in equilibrium is thus uniquely defined by a function of variables and, in
principle, they may be controlled from the outside, so-called external variables, G = G (P, T, N;).
This is true independent of how many phases are involved, although the G function is more
complicated the more phases there are. For a closed system, i.e. a system with a given content
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of matter, i.e. all the N;, the equilibrium state can vary only with P and T. When computing
the state of equilibrium using a computer program, one could thus give two conditions, primarily
the values of P and T, in addition to all N;. This is called Duhem’s theorem. Altogether
this makes 2 + ¢ conditions and it is interesting to see how the number of necessary conditions
is related to the degrees of freedom according to the Gibbs phase rule.

Exercise 1.15.1. Using a thermodynamic data bank system, determine the state of
equilibrium of an alloy with 20 mole-% Cu in Ag at 800°C and 1 bar.

Hint The size is not prescribed and you can choose any size, e.g. N = 1. With that
choice N¢y, = 0.2 and N44 = 0.8. Or you could enter the condition as N = 1 and
Tcou = 0.2 or even Ng,, = 0.2 and w44 = 0.8.

Exercise 1.15.2. From the previous exercise you know that there will be two phases,
fce and liquid (L). You will also know the amounts and compositions of the phases.
Omit the condition on the value of the temperature and accept the value of the Cu
content in L as a new condition for an attempt to determine the temperature.

Hint Of course, you should expect to recreate the same state of equilibrium, i.e. to
find T'=1073 K.

1.16 Characteristic state function and
Gibbs energy model

The state of a system can be defined by the values of a sufficient set of variables that describe the
conditions for the system. The state of a homogeneous system of a given internal structure can
be completely defined with a set of independent state variables. Gibbs energy is one of several
functions of such state variables which describe thermodynamic properties of a system. It has
the very useful property that all other thermodynamic properties can be expressed through it
and its derivatives with respect to the state variables P, T' and N;. The function G(P, T, N;)
may be regarded as a characteristic state function and the Helmholtz energy, F(V,T,N;), is
another example. The sets of variables, P, T, N; and V,T, N;, are regarded as their respective
set of natural variables.

By measurements and modeling one may hope to construct an equation yielding the value of
Gibbs energy as a function of its natural variables, i.e. G(P,T, N;), containing various numerical
parameters. It could be used for calculating values of all thermodynamic properties at fixed
values of P, T' and N;.

In the modeling of Gibbs energy of a system, P, T and N; are all regarded as external variables
because their values can be controlled by actions from the surroundings. However, there are
also internal variables but their values will spontaneously be adjusted to changes in the external
variables until a state of equilibrium has been established. That state represents the Gibbs
energy minimum under the given external conditions. In principle, the Gibbs energy function
G(P,T, N;) is thus well-defined through the model under equilibrium conditions. On the other
hand, it is often impossible to express that function analytically. In modeling, Gibbs energy is
given as an equation with internal variables in addition to the external variables, G(P, T, N;, &),
and it can thus be evaluated for any set of values, including both kinds of variables. Gibbs
energy as a characteristic state function only applies under equilibrium conditions but in an
actual calculation one gives start values to the internal variables and gradually adjusts their
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values until a minimum of G has been found and the initial function has been reduced to the
characteristic state function G(P,T, N;). The modeled form of the Gibbs energy with internal
variables is very valuable also away from the states of equilibrium because it can give information
on the driving force for the processes that lead to equilibrium. The function G(P, T, N;, &) will
simply be regarded as a thermodynamic model.

For a system with more than one phase, the model will be composed of functions like

Ge, (P, T,x¢,&¢,£5,...) for all the possible phases, each one multiplied by the amount of that
phase, N¢, which is another internal variable. The equilibrium of the complex system could be
obtained by minimizing that complicated expression with respect to all the internal variables.
This is what the thermodynamic data bank system does when you ask for the equilibrium to be
computed.

It may be noted that phase equilibria and phase diagrams as well as properties of systems at
equilibrium can all be described by intensive quantities, i.e. potentials or molar quantities. In
principle, it should thus be possible to obtain all such information without involving the size of
the system. However, available methods of computation based on minimizing the Gibbs energy
normally require access to the size, which may be chosen arbitrarily.

Exercise 1.16.1. For the Ag-Cu system, try to use the condition that fcc and L
must be present in an equilibrium at 800°C and 1 bar.

Hint A way to define that both phases are present would be to require a certain
amount of each one, e.g. 1 mole. According to Duhem’s theorem it then remains to
define 2 + ¢ — 2 = ¢ = 2 conditions, which should be the values of P and T
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Chapter 2

Solution Models

2.1 Constitution and constituents

The basic features of thermodynamics were dealt with in Chapter 1 and the effect of variations
in the composition of phases was an important topic. Variations with the change of the content
of components were described, often the number of atoms of various elements expressed through
the numbers, N;, or mole fractions, ;. Chapter 2 will now deal with the modeling of solution
phases. Many phases have more than one kind of sites for the atoms. The sites are then divided
into sublattices and a model may be based on the assumption that atoms of different elements
prefer to dissolve in different sublattices. Each atom will have a different effect on the properties
of the phase depending on in what sublattice it resides. An essential part of the model can then
be described with a formula and (A,B), (B,C,D), is an example with two sublattices of which
the second one has twice as many sites as the first one and it can dissolve atoms of the B, C and
D elements whereas the first one can dissolve A and B atoms. This situation will be regarded as
the constitution of the phase. The indices 1 and 2 are the stoichiometric coefficients of the
phase. A and B are the constituents of the first sublattice and B, C and D are the constituents
of the second sublattice. B can thus reside in both sublattices and will then be regarded as
two different constituents although they are atoms of the same element. The contents of the
constituents on each sublattice will be described with their fractions within the sublattice. They
are called site fractions and are denoted y}"k for constituent j in the k:th sublattice of phase «.
They are defined as y}’k = Njak/ ST Nfk. Naturally, for each sublattice, Y y®* = 1. An ionized
atom may also occupy a site and is then regarded as a constituent different from the neutral
atom of the same element even if they reside in the same sublattice.

It may also happen that atoms combine to form molecules or other kinds of associates. When
a solution phase is modeled with an associate in the same sublattice as single atoms, they are
all regarded as constituents of that sublattice.

A model of a phase with two or more sublattices may be given as an analytical function of the
site fractions, not mole fractions. It will normally be possible to evaluate the mole fraction of a
phase from information on the site fractions and the stoichiometric coefficients. It should finally
be mentioned that anything that can occupy a site is regarded as a species irrespective of where
it is situated. A, B, C and D in the above example are thus four different species but an A*! ion
would not be the same species as the neutral A atom. An A;Bs associate (or molecule) would
also be regarded as a species if it could occupy a single site according to the model.
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Exercise 2.1.1. The mole fractions of the components in a phase can be evaluated
from the site fractions if one considers the stoichiometric coefficients. Evaluate the
mole fraction of component B in the phase (A,B), (B,C,D), if 3 = 0.2 and y%, =
0.05.

Hint Apply the definition z5 = N/ > N; to one formula unit.

Exercise 2.1.2. Give the formula showing the constitution of an A;Bs phase if one
has been able to decrease the mole fraction of B to 0.5 by some A atoms entering as
a second constituent of the second sublattice.

Hint Express the formula in a general way as A; (A;_.B.), and apply zp =

Ng/> N;.

2.2 Ideal solutions and related non-ideal solutions

In a substitutional solution all the components can substitute for each other because they
occupy the same kind of lattice sites. With statistical methods one can show that already the
physical mixing of the components in a substitutional solution contributes to the molar entropy
by the amount —R Y z; In x; if the mixing is random. The effect on the molar Gibbs energy will
thus be =TS = +RT > x; Inx;. If this is the only thermodynamic effect of the mixing, then the
chemical potential of each component in a phase « is given as

pi = °G{ + RT In x (2.1)

This is the ideal solution model, z{* is the mole fraction of component i and °G¢ is the
molar Gibbs energy of pure component ¢ of the same structure (phase) as the solution and at the
current P and T. Pure i is often regarded as one of the end-members of the solution phase and
°G¢ is a model-based reference for component 7 in the phase a.. It may be selected in a different
way by applying another model. This will always happen if the solution cannot be extended all
the way to pure ¢. Inserting pf in Eq. 1.21 we find for the molar Gibbs energy of this solution,

G =Y afpd =) af°GY+RTY ¢ (2.2)

The first summation of terms on the right hand side represents the average of the references
for the components and this summation may thus be regarded as the frame of reference for the
mixture. For a binary solution it may be regarded as a line of reference. That is illustrated in
Fig. 2.1, which shows the same case as Fig. 1.2 .

The last summation in Eq. 2.2 is recognizes as the effect of the ideal entropy of mixing in
the Gibbs energy. All the terms are negative because all mole fractions are less than unity.
This summation represents the distance of the G,, curve below the line of reference. Fig. 2.2
illustrates the same situation for a ternary solution phase. The triangle at the top represents
the model-based plane of reference, Y z; °G;.

In reality, one should always expect some deviation from ideality and it is often expressed with

an excess Gibbs energy, G | defined from
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Figure 2.1: Molar Gibbs energy diagram for an ideal binary « phase, illustrating the line of
reference and the construction to obtain the chemical potentials for a given composition.
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Figure 2.2: Molar Gibbs energy diagram for a ternary phase, illustrating the plane of reference
and the construction to obtain the chemical potentials for a given composition.
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Go =Y afpf = G+ RT Y afInaf + PG5, (2.3)

Of course, “G, depends on the composition and several models have been proposed. By defini-
tion, £G2 = 0 as the composition approaches a pure component, e.g. one of the three corners in
Fig. 2.2. Deriving an expression for the chemical potential of a component ¢, we obtain instead
of Eq. 2.1,

pd = °G¥ + RTInzd + ¥G¢ (2.4)

E@% is the partial excess Gibbs energy for component i in the o phase and is obtained by
applying Eq. 1.30 to G, from Eq. 2.3. If an analytical expression has been chosen for #G¢,
as function of composition, then one can derive an expression for G by applying Eq. 1.33 to
E@e . An example will be presented in Section 2.5.

There are many special models. When states of equilibrium or values of thermodynamic proper-
ties at equilibrium are calculated with computer, then the time and cost depend only marginally
on whether the data are expressed with the simple ideal solution model or more sophisticated
ones. However, it can make an enormous difference if one calculates by hand or even with a hand
calculator. The ideal solution model was used extensively before the advent of the computer.
It still predominates in teaching where exact results are not as important as the demonstration
of how various factors may affect the results. This is particularly true for reactions between
molecules in a solution, which will be considered in the next section.

Numerical values can be obtained only relative to references, e.g. as the differece uf — °G¢
from Eq. 2.4 or as u — °G**! by introducing another reference. One may then obtain numerical
values of

pe =G = g = °GP o+ Ao G (2.5)

where A 3G$ = °G§ — °GEef. This is identical to Eq. 1.45 when applied to a single component.

i
The molar Gibbs energy of the o phase can thus be stored as the numerical values of A (G in
addition to the excess parameter LG¢,.

Exercise 2.2.1. In the regular solution model of a binary A-B system one assumes
that G,,, = Lapxraxp. Evaluate the partial excess Gibbs energy of component B.
Hint You can apply Eq. 1.32 directly by neglecting the other terms in G,,, or Eq. 1.33
by identifying A,, with £G,,.

2.3 Chemical activity and activity coefficient

Each kind of solution requires its own kind of model. Many models have similarities with the
ideal solution model in Eq. 2.1 but the mole fraction is replaced by a quantity called activity or
chemical activity, ag. Thermodynamically it is defined by its relation to the chemical potential.

up = °Gp+ RITlnagp (2.6)
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°Gp can here be the Gibbs energy of any real or hypothetical state of pure B, selected for
expressing the activity. It defines the numerical values of the activity by making Ina, = 0, i.e
ap =1 when up = °Gp and it is thus a reference for the activity.

Let us now consider the case where °Gp is chosen as °G%, the value for pure B of the same
phase. Then ap = zp if the solution is ideal as defined by Eq. 2.1. Real solutions deviate from
the ideal behaviour and one may write ag = fpxp where fp is the activity coefficient. It
may be regarded as a correction factor to xp and is normally a function of composition. Eq, 2.6
yield

°G% + RTInag

UB

° (2.7)
= °G% + RTIn f§ + RT Inz$,
Comparison with 2.4 yields the relation between the two approaches
RTInfp ="G% ie. fg=exp("GH/RT) (2.8)

We will soon discuss the modelling of “G¢,.

When comparing with other phases it is essential to use common references for the chemical
potentials, e.g. by chosing standard states for the elements at the current P and T or global
references at a particular pressure and temperature, the SER reference being an example. See
Section 1.14. We will here use the notation G;ff for any such reference. When combining pieces
of thermodynamic information on a system from different sources it is essential to check that they
are based on the same set of references. If that is not the case, it is necessary to transform the
data, which were given relative to a local set of references, e.g. as AGY, = G¢, — > x2 °Glocal,
into A"/ G2, where the superscript ref now indicates that values refer to any set of agreed
references. It is obtained as

NG =G~ S area T = AGs + Y (OGgml _ el ) (2.9)

oGlocal _ OGfef is the difference in Gibbs energy of pure i in the two states of reference. When
comparing the activity of an element B in two different solution phases, one often finds that the
reference for pure B in each phase has been taken from the end-member B in that phase, i.e. °G%
and OG%, respectively. It is then common to prefer the most stable state as the common reference,
say «. See Section 1.14. The difference °G — °G’; is regarded as the lattice stability of pure
B in the less stable § state relative to the most stable state. It is thus negative by definition.

Exercise 2.3.1. One has studied solutions of Mn in fcc Fe-Ni and bee Fe-Cr alloys
at 1200 K and has expressed the Mn activity using pure fcc-Mn and pure bee-Mn,
respectively, as references. For both alloys, Fe-Mn-Ni and Fe-Mn-Cr, one obtained
aprn = 0.03. What alloy had the highest activity?

Hint To answer this question you must use a common reference and you may use any
state as the common reference, say fcc-Mn. With a data bank system you can simply
ask for the activity relative fcc-Mn instead of bee-Mn as long as you have kept data
for the fcc phase. Of course, you could just as well solve the problem analytically by

changing to the fcc reference using aﬁfl_wf = a?&fz_ref -exp [(OG?\ffn - OGﬁ;) / RT}

but then you must first evaluate the difference for Mn in the two states at 1200 K.
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2.4 Excess Gibbs energy

EG% in Eq. 2.7 was defined in Eq. 2.4. It is regarded as the partial excess Gibbs energy for
component B. For a binary A-B solution there would be partial excess Gibbs energies for both
components and they are not independent of each other. That will automatically be taken care
of by starting from an expression for the excess molar Gibbs energy, #G%  defined in Eq. 2.3
and deriving expressions for the various partial excess Gibbs energies by applying Eq. 1.33 to
E@e . Naturally G2, = 0 for all the pure elements if all the references have been chosen from
the pure elements in the phase under consideration, here to be denoted by °G. For this choice,
the simplest approach for a binary A-B solution would be

Eqe = La%a% (2.10)

With L = 0 this model degenerates to the ideal solution model, with L independent of com-
position but not of temperature. This is called the regular solution model. Some more
complicated solution models describe L as a power series in 24 — z%.

When applied to £G®, from Eq. 2.10, Eq. 1.33 yields G4 = L(z%)? and

us = °G4 + RTIna%
= °G% + RTInz% + £G4 (2.11)
= °G4 + RTInzS + L (z%)°

pg = °Gg+ RTIna%
= °G% + RTInz% + £G% (2.12)
= °G% + RTIna$ + L (29)°

Eq. 2.3 yields

fa= elL(z3)?/RT] (2.13)

a% = fea% = x%e[L(xi)Z/RT] (2.14)

It is easy to see that G, = xapua + xpup will contain the excess term given by Eq. 2.10.

Fig. 2.3 a illustrates the effect of various values of the regular solution parameter on the molar
Gibbs energy in a binary solution and Figs. 2.3 b and 2.3 ¢ present the corresponding variations
of the chemical activities when the pure elements in the same phase have been chosen as standard
states for the activities.

The high activity values in Figs. 2.3 b and c obtained with large L, cannot represent stable
states. There would even be a positive driving force for the formation of pure B from a solution
with ap > 1. To examine this problem we should go back to Fig. 2.3 a and draw a double
tangent to one of the curves for large L values. Fig. 2.4 illustrates that all states on the curve
between the tangent points could decrease their Gibbs energy by separating into two phases with
compositions on those points. The average Gibbs energy of such a “mechanical mixture” will
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Figure 2.3: a) The binary regular solution model for a series of values of the interaction energy.
b) The activity of A in the regular solutions illustrated in a). ¢) The activity of B in the regular
solutions illustrated in a).

G 4 L=3RT 4

4 miscibility gap T

Figure 2.4: Gibbs energy diagram illustrating the construction to find a miscibility gap. The
Gibbs energy curve is taken from Fig. 2.3

fall on the tangent. There is thus a miscibility gap between those points. For all alloys within
the miscibility gap there is a positive driving force for decomposition into two phases, one rich
in A and the other rich in B. Compare with Fig. 1.3.

For a ternary solution the regular solution model yields

G? = le °GS + RTZQ% Inw; + Lagraxp + Lecxgrc + Loarcra (2.15)

us =G4 =°G4 +RTInaxg+ Lapzp (1l —xz4) — Lpcxpre + Loaze (1 —x4) (2.16)

ug =Gg = ° S+ RI'Inxp + Lapza (1 7&73) + Lecxc (1 71’3) — Loazrcxa (2.17)

M%E C:O %JFRTlnfoLABxAIB+LBCxB(17$c)+LcA:L‘A(17LEC) (2.18)
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Figure 2.5: Comparison between the ideal and dilute solution models for a regular solution with
L = —2RT. The dilute solution model is based on the tangent at infinite dilution, i.e. Henry’s
law.

Exercise 2.4.1. An A-B solution phase can be approximated as a regular solution
with Lap = 20 kJ/mol at 800°C. Evaluate the activity coeflicient for B at x5 = 0.40.
Hint You must solve this exercise analytically if you cannot create your own database
for the regular solution model. Having evaluated the activity coefficient, fg, you
should also evaluate apg.

2.5 Dilute solutions

For a discussion of methods to treat information on activities at the two ends of a binary solution,
the curve for L = —2RT from Fig. 2.3 c is again shown in Fig. 2.5. It is interesting to note that
the modelled activity of B approaches the ideal solution model close to pure B. That is called
Raoult’s law. For small %, i.e., 2% close to 1, it is demonstrated by Eqgs. 2.12 and 2.14 which
yields

u% =2 °G% + RTInz$ +0 (2.19)

a% = a%e’ = 2% (2.20)

By extending the initial tangent to the activity curve in Fig. 2.5, one obtains Henry’s law for
dilute solutions. It is also demonstrated by Eqs. 2.12 and 2.14 for =% close to 1, i.e. for small
5,

pp =°Gr+ RTIna% + L (2.21)
ap = xgexp(L/RT) = fpah (2.22)
where fg = exp(L/RT) (2.23)
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There are many cases where one has information only from a dilute range of a solution and
information may then be described with Henry’s law using °G% as a reference for the chemical
potential of B. L can thus be evaluated from the initial slope of the B activity and be inserted
in Eq. 2.12 to yield a regular solution extrapolation to higher B contents. However, °G'% would
not be known if there is no information on pure B in the o state. The combination °G% + L
in Eq. 2.21 instead of L would then be the unknown parameter which could be evaluated from
Henry’s law. If one notices some deviation from Henry’s law at the highest B contents available,
then one can separate °G% and L to obtain the best fit of the limited information and again
apply Eq. 2.12 for some extrapolation to higher B contents.

By tradition it is common to apply Henry’s law with any convenient measure of B content,
e.g. mole % or mass % or even molality. Denoting mass % with wg one writes Henry’s law as
a% = ypwg. In this case one usually uses the standard state of B as the reference.

p% =Gt 4 RT Ina% = °G4 + RT Inw$ + RT In+% (2.24)

The activity coefficient has here been denoted by 7% to make it evident that it differs from fg3.
If wi is the B content in equilibrium with pure B in its standard state, i.e., at the activity 1,
then v% = 1/w% if Henry’s law applies.

Exercise 2.5.1. The experimental information on many terminal solutions is very
limited and often one only gives an ideal solution description based on the Gibbs
energy of the solute element in a hypothetical state with the same structure as the
solvent. On the other hand, there are methods to estimate that energy relative to the
stable state of the solute element in pure form. Study the description of the solution
of Si in fce-Al in your data bank.

1. Plot the activity of Si in the fcc solution (suspend all other phases) at 500°C
all the way to pure Si using fce-Si as reference.

2. Change the reference state to the stable state of Si at the current 7" and plot
the diagram again.

3. From the activity of pure Si obtained from the first diagram compared to the
second one, you may calculate the difference in Gibbs energy between the two
reference states.

Hint
2. To find the stable state of Si you may for instance calculate the binary phase

diagram.

3. Applying the definition of the chemical potential for the two cases you get
psi = °GS) + RTmal) = °GY) + RTma?) .

2.6 Phases with sublattices

There are many cases where all the lattice sites are not equivalent. Then one distinguishes
between two or more sublattices and various elements may prefer different sublattices. One may
define an ideal solution for such phases by requiring that there is random mixing within each
sublattice and no excess Gibbs energy term. For a solution phase (4, B), (C, D), there will be
four end-members, A,C,, B,Cy, AyDy and B, D,. The ideal entropy of mixing is determined
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by the fractions of the elements within each sublattice, the so-called site fractions y;, defined
for each sublattice separately. Quantities related to the sublattices can be identified by / and /7.
Since (N4 + Ng) /a = (N¢ + Np) /b we obtain (x4 + xg) /a = (z.+ xp) /b by dividing with
the total number of atoms, N. The relation to the ordinary mole fractions is

NB B
l = = 2.25
Y5 No+Np za+2p (2.25)

No _ (a/b)No _ (a/b)zc (2.26)
Nec+Np Na+Np za+zp '

1
Yo =

A simple sublattice solution model without any excess terms is defined for one mole of formula
units,

G =) iy °Gi,j, +aRT Y yilny; +bRT Yy Iny] (2.27)

°G}, ;, represents a model-based reference for the i,j, component compound and it is regarded
as a compound energy of an end-member. The double summation of terms is a weighted average
of all the compound energies and may be regarded as a model-based surface of reference. ygy;.'
is the fraction of i bonds between the two sublattices, assuming random mixing within each
sublattice and one can show that >~ > i,js = 1 since y/y + vz = 1 and y/x + y}, = 1. The other

two terms represent the entropy contributions caused by random mixing within each sublattice.

This model is regarded as the ideal compound energy model. It provides a basis for more com-
plicated and sophisticated models and in that connection it is called the Compound Energy
Formalism, CEF. The chemical potentials of the elements cannot be defined for such a phase
alone because Eq. 1.17 cannot be applied when there is a stoichiometric constraint, in this case
(Nao+ Np)/a = (N¢ + Np)/b. One component cannot be varied when all the others are kept
constant. Instead of regarding the constituents as the components of the system one may thus
regard the end-member compounds as components. For their chemical potentials one can derive
an equation with some resemblance to Eq. 1.32.

oG 0Gm, 0G, 0Gm, oG, 0Gm,

=G m o i /i o 2.98
Without any excess terms, the result will be
ta,c, = °Ga,o, +yYpypA°Ga,c, 18,0, +aRTInyy +bRT Inyf (2.29)
where
A°Ga,corB.Dy = °Ga,p, +° G0, —° Ga,c, —° GB,p, (2.30)

This quantity is often regarded as the Gibbs energy of the reciprocal reaction between pure
compounds, A,Cy + B,Dy — AqDy + B,Cp. Fig. 2.6 illustrates the model-based surface of
reference for a reciprocal solution phase ) y/y/ °Gi,;, and it should be emphasized that this
surface is not planar as the one in Fig. 2.2 unless A°G4,¢,+B,p, = 0in Eq. 2.30, i.e. ° G4, p, +°
Gg,c, = °Ga,c, +°Gp,p,. To save the properties of the reciprocal phase it is thus sufficient to
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oy BD

AC ~ BC

Figure 2.6: Surface of reference for a reciprocal phase in a quaternary system.

store information on the four end-member compounds, which is done as described for ArefGﬁa B,
in Eq. 1.45.

Through Eq. 2.29 and three similar equations one can thus evaluate four chemical potentials,
WALChs HALDys B, and pp, p,. However, by combining them, two and two, one can show that

HA.C, + HB,D, = HA,D, + HB,C, (2.31)

Actually, this relation can be derived directly by applying Eq. 1.27 since each side of Eq. 2.31 will
then be equal to apa +app + buc +bup. This kind of system is regarded as a reciprocal system
and due to the Gibbs-Duhem relation, applied to the elements, it behaves as a ternary system
although it contains four elements. Only three of them can be regarded as independent of each
other. There is thus a compositional constraint and the number of components in the Gibbs
phase rule should be decreased by subtracting the number of constraints. This fact is illustrated
by the composition tetrahedron in Fig. 2.7 where the reciprocal solution phase is restricted to
the planar square. Only three of the chemical potentials in Eq. 2.31 can be independent. The
composition square in Figs. 2.6 and 2.7 can thus be compared with the composition triangle in
Fig. 2.2.

If one would like to consider the chemical potentials of the elements then one must fix one of
them to a constant value that may be chosen arbitrarily, say pup. Eq. 1.27 then yields

apa = pa,n, — bpp (2.32)
apB = (B, D, — bpp (2.33)
buc = pa,c, = pa,n, + by (2.34)

One can insert Eq. 2.29 and three similar equations in order to obtain analytical expressions for
the chemical potentials of the elements. One may regard pp as a reference because the other three

33



CHAPTER 2. SOLUTION MODELS

Figure 2.7: Composition tetrahedron for a quaternary system with the composition square for
a reciprocal solution phase, (4, B), (C, D);.

chemical potentials are given relative to up and it is even possible that pp is fixed by interaction
with the surrounding. The component D may for instance be oxygen and the surrounding may
be a gas phase of a given oxygen pressure. All the other three chemical potentials are then
defined by the composition of the reciprocal phase.

Deviations from ideal behaviour can be described with excess Gibbs energy terms containing
regular solution parameters representing interactions between atoms on the same sublattice. In
the present case the terms would be of the following type v/, y-y},La.c,p. Higher order terms

can also be introduced.

If all elements can dissolve in both sublattices, at least to some degree, then one must include
many more compound energies e.g. °G4.g. The model could thus turn very complicated. How-
ever, with a computer program there should be no practical problem once all the parameter
values have been evaluated.

It should be noted that the chemical potentials of all the elements can be evaluated from the
model if at least one element, e.g. A, dissolves in both sublattices because p4.4 is equal to the
chemical potential of the end-member A, A, which is a+ b atoms of A in the particular structure
of A;Cy. One may then define a model-based reference Ofof = °Ga.a/(a+D)

When the compound energy formalism is applied to a solution between two compounds, which
differ on one sublattice only, e.g. A,Cp, and A,Dy, the result will be much simpler because
y'y = 1. Without any excess terms Eqgs. 2.27 and 2.29 will give

Gm =y °Ga,c, +yp °Ga,p, +ORT (yé Inyd +yp Inyp) (2.35)
jasc, = °Ga,o, + RT Iy, (2.36)

The compound energy formalism thus reduces to the ordinary ideal solution model by the site
fraction y playing the role of the mole fraction x;. One may thus regard the compound energy
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formalism, CEF, as a generalization of the ordinary solution model. Numerical values of the

chemical potentials of component compounds can be defined as pa,c, —a°G% — b°GJ, or as
o ref o ref

HA,Cp, — @ GA —-b GC .

It should be emphasized that with the CEF, the site fractions are defined for the elements A,
B etc., which are the constituents, whereas the thermodynamic quantities are defined for the
end-member compounds.

Exercise 2.6.1. Suppose a = b = 1 and °G4¢c = 10, °Gap = 8, °Gpc = 2,
°Gep = 20 (kJ/mol) in Eq. 2.27. Derive an equation for the line of reference along
the AD-BC diagonal using y/; as the variable.

Hint Start by expressing 3y, y¢» and y7, as functions of y along the diagonal.

2.7 Interstitial solutions

Interstitial solutes reside in sites between the host atoms. One may define those sites as be-
longing to an interstitial sublattice, which is initially occupied by vacancies. Such solutions can
be described with the compound energy formalism and the vacancies may be regarded as an
additional species and constituent. We may identify the vacancies with the D species in section
2.3 and the interstitials with the C species. The A,Va;,, compound will simply be a moles of A
with all interstitial sites vacant, i.e. a moles of pure A. From Eq. 1.27 we have

HA,Va, = apa +buve (2.37)

and we find that p1/, = 0. For a simple interstitial solution A, (C,Va), we get

pa,c, = apa +buc (2.38)

HALC, — HA.Va, = afia +bpic — apra — buye = buc (2.39)

pe = (1/b) (pa,cp — BA,Vay)
= (1/b) (°Ga,c, + bBRTInyl — °Ga,va, — bRT Inyy,) (2.40)
=(1/0) (°Ga,c, —a°Ga+bRTIn(y¢/ (1 —yd)))

For the solvent we obtain

pa=(1/a)pa,ve, = (1/a) *Ga,va, + bRTIn (1 = y¢)] (2.41)
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Exercise 2.7.1. The interstitial solution of C in fcc-Fe can be represented by the
formula Feq (Va,C),. Using a database compute and plot pc and ac as functions
of the C content at 1200 K and 1 bar from 0 to 1.5 mass-% C, using graphite as
reference. Use the mole fraction of C, not y.

Hint Of course, the computer can directly evaluate z¢ and plot the diagram.

2.8 The ideal gas model

For a monatomic species the ideal gas model predicts that

MJ:KJ+RTIHPJ (242)

Pj is regarded as the partial pressure of species J but is actually defined as y;P where y; is
the fraction of J relative to all other species in the gas and P is the total pressure. Eq. 2.42 can
thus be written as

p;=K;+RTInP+ RTIny;, (2.43)

The ideal gas thus behaves as an ideal solution of the species but K ;+ RT In P contains a much
stronger pressure dependence through RT In P than °G; in Eq. 2.1 does for condensed phases.
For a gas species one usually defines the pure species at a pressure of 1 bar as the reference at
the current temperature, i.e. the standard state. Then K is identical to °Gy (1 bar,T). With
that reference Eq. 2.42 can thus be written as

;= °Gy (1bar,T) + RTIn P; (2.44)

Of course, this requires that one expresses partial pressures in bar, not pascal, which is normally
required. For gaseous species we will let ° indicate that the species is in pure gaseous form, at
1 bar and at the current temperature. We will thus omit the information “(1 bar)” from that
notation. We get a similar expression for diatomic Jy species,

K, = OGJ2 + RT]HPJ2 (245)

where °G j, is the Gibbs energy of one mole of the J; species at 1 bar and the current temperature.
Between monatomic and diatomic species we have 17, = 245 at equilibrium according to Eq. 1.27
with @ = 2 and b = 0. From information on Pj, one can then evaluate

ny = 0.5 (Osz + RTIIIPJZ) (246)

We could thus evaluate the equilibrium value of P; from the current value of Pj, by combining
Eqgs. 2.44 and 2.46.

P} = Py, exp[(°Gy, —2°Gy) /RT) (2.47)
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Figure 2.8: Difference between the SER reference and the reference for oxygen based on pure
O gas at the current temperature. The difference depends strongly on the temperature.

For the gaseous elements hydrogen, nitrogen and oxygen, the diatomic species is much more
abundant than the monatomic species. In these cases one often prefers to use 0.5°G, as
standard state for the element J and use it also when it appears in other phases. In such cases
Pj, is the partial pressure in an imagined atmosphere where J and Ja are in equilibrium. On
the other hand, in tables and computerized databases it is common to use the state of reference
defined at 1 bar and 25°C, e.g. the SER system for which Gscf = H7PR (1bar,298.15K). Tt
is often necessary to transform from the 0.5°G;, reference to another one and that is done
by adding AG; = Grff —0.5°Gy, (T). This transformation term varies with temperature as
illustrated in Fig. 2.8 for changing the values of oxygen to the SER system.

When applying the law of mass action to a gas, it is advantageous to insert partial pressures
instead of y; fractions, which cannot be used without information on the total pressure. As an
example, for the gaseous reaction CO + 0.505 = CO;y we obtain the equilibrium from pco, =
oo + 0.5u0, and inserting expressions for the chemical potentials according to Eq. 2.43 we
would get

_YC0: _ _ \/Pexp (—A°Greaetion | RT) = KY (P 2.48
O — VPex JRT) = K (P) (249

where

A°(Greaction _ OGCOg — °Geco — O,5OG02 (249)

All the °G values are here given for 1 bar and the current temperature. The equilibrium “con-
stant” would thus depend on the total pressure, P. By instead using expressions according to
Eq. 2.44 we would eliminate the /P factor and get
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P .
€9 — exp (~A°GTeaction /RT) = KT (2.50)

Pcon/Fo,

Exercise 2.8.1. What is the partial pressure of monatomic H in a hydrogen gas
when in internal equilibrium at 1 bar and 2000 K?

Exercise 2.8.2. Evaluate o — H3PF and puo — 0.5°Go, (T) for air with 20% O
at 1 bar and 1000 K.

Exercise 2.8.3. Find the value of the standard Gibbs energy of formation of
monatomic O from O at 1000 K.

2.9 Vapour pressure

Even a solid element M may have a vapour pressure, although usually very low. In that case,
the standard state used for the gas would be based on the solid state at 1 bar and the current T'
and the chemical potential of the monatomic species in the gas, given by the ideal law for gases
through Eq. 2.44, would be

pin = °GYy° + RTIn Py + °Gi = °G3i + ASGS;" + RT'In Py (2.51)

Py =exp [(un — G — ASGY:°) /RT] (2.52)

where A$GY;” = °GY;° — °G5t is the standard Gibbs energy of formation of the monatomic M

species in a gas from solid M if °GT¢f is chosen as °G45"*¢ at the current temperature. Similarly,
the partial pressure of the My constituent in the gas is

Py, = exp [(uar, — 2°GH — AGGY) /RT| (2.53)
where ASGY” = °GYp” — 2°G3te. There may even be more complex species. It is not self-

evident whether one should define the vapour pressure of an element M as the sum of the partial
pressures of all species or as a measure of the total content of M in the gas. As an example,
Fig. 2.9 illustrates the partial pressures of various gas species of sulphur over pure liquid sulphur.

Exercise 2.9.1. Find the partial pressures of Fe; and Fes, respectively, in equilib-
rium with solid fcc-Fe and bee-Fe, respectively, at 1750 K. Suppose the solid phase
is under a pressure of 1 bar caused by an inert atmosphere. From the results, decide
whether bee or fee Fe is most stable.
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Figure 2.9: The equilibrium partial pressures of various sulphur species over liquid sulphur. Sg
is the most abundant species. Monatomic S is very rare and falls below the diagram.

2.10 Thermal vacancies

In a solid metal all the atoms are located in lattice sites but some sites are vacant. The number
of vacancies increases with increasing temperature and one talks about thermal vacancies. In
a simple thermodynamic model one considers the vacancies as a substitutional solute because
they can substitute for the atoms. The formula for one mole of lattice sites will thus be written
as (A, Va), and the following model for the Gibbs energy per mole of formula units as obtained
from the regular solution model will be

Gm =Ya°Ga+yve Gve + RT (yalnya + yvaInyve) + yayveLla va (2.54)

y; is defined as mole j per mole of formula units, i.e. mole per mole of lattice sites. When
examining this model one must realize that it concerns a unary system with A as the only
component. The site fraction yy, is thus an internal variable. To find its value at equilibrium one
could study a partial derivative for which the content of A is kept constant. It is then necessary
to use an expression of Gibbs energy as function of Ny and Ny,. It is related to Eq. 2.54
through G, = G (Na,Nva)/(Na+ Nvg). By further introducing y; = N;/ (Na + Nvy,) we
obtain after omitting the excess term for simplification,

G(NAvNVa) = (NA + NVa) Gm

Ny,
— N4°Ga + Ny, °Gyeo + RT (NA In + Ny, In V)

Na
NA+NVa NA+NV(1 (255)
= NA OGA + NVa OGVa

+ RT[NaAInNg + NyoIn Ny, — (Na + Nyo)In (N + Ny )l
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Using a partial derivative we can now find the equilibrium.

( oG > = °Gyq+ RT In Ny, —In (N4 + Nyy))
Na

ONv, (2.56)

= °Gye+ RTInyye =0

(0G/ONvy,)y, looks as a definition of the chemical potential of vacancies and we will indeed
accept this. However, since Ny, is an internal variable, it belongs to the kind of variables
represented by £ in Section 1.4 for which D = —9G/9¢ = 0 at internal equilibrium. We thus
obtain the equilibrium content of vacancies as

Yify = exp (— °Gva/RT) (2.57)

It is not necessary to discuss the nature of °Gy,. It is sufficient to accept that it is just an
experimental parameter and its numerical value is obtained from information on y{? using
Eq. 2.57. On the other hand, it is interesting that one can derive the chemical potential of the
vacancies directly from the model defined by Eq. 2.54 by applying Eq. 1.32 which can be done
if we consider the vacancies as a real component which can be dissolved from a surrounding
vacuum. The site fractions will then become mole fractions. Eq. 1.32 will directly yield

Hva = OGVa + RT'In Yva (258)

This would give the same result as Eq. 2.56 if it is accepted that equilibrium with the surroundings
implies that the chemical potential of vacancies has an absolute value of zero. That is a very
convenient procedure which is often applied. The present result supports this procedure.

For the regular solution model one obtains

Hva = OGVa + RT' Inyv, + y,24LAVa (259)

However, due to the low vacancy content it is not possible to distinguish experimentally between
the effects of °Gy, and L oy,. We can thus introduce a single parameter,

yvh =exp [— (°Gva + yiLava) /RT] ~ exp [~ FEava/RT] (2.60)

It will thus be Eay, that is evaluated from experimental information on yi?, and it may again
be emphasized that it is not necessary to consider its physical interpretation.

For vacancies in a binary phase we obtain by applying the regular solution model to a ternary
solution,

G?n = YA OG(A +YB oGB + Yva OGVa
(2.61)
+RT> yilny; + yaysLap + yayvaLava + ysyvaLpva

wve = °Gye+RTInyve — Lapyays + Laveya (1 —yva) + Leveys (1 — yva)

(2.62)
~yaFave +ypEBve + RT Inyy,
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The equilibrium content of vacancies in this approximation is again obtained with uy, = 0 and
it is thus predicted to vary with compositions as

Yva =exp|— (YaFave +ysEBve —yaysLag) /RT) (2.63)

In a database one prefers to describe phases with the same mathematical model and Eq. 2.61
should thus be used as an expression of when there are thermal vacancies. To make it consistent
with Egs. 2.60 and 2.63 one could simply put °Gy, to zero and interpret L4y, and Ly, as
Eave and Egyy,.

The vacancies considered in the discussion of interstitial solutions in Section 2.7 are regarded
as stoichiometric vacancies. Their number depends directly on the composition, not on the
temperature. Also for such vacancies it was shown that one may assume that their chemical
potential in equilibrium is equal to zero.

Exercise 2.10.1. Suppose the fraction of vacancies in a pure solid metal is 1073 at
the melting point. What should be the fraction at half the melting point?

Hint Of course, half the melting point means half of the absolute melting tempera-
ture.

Exercise 2.10.2. Suppose a specimen of pure solid A is equilibrated at the melting
point and then quenched to half that temperature. What is the driving force for
decreasing the vacancy content at the new temperature? Use the value of °Gy,
obtained from the preceding exercise.

2.11 Solutions with associates

Non-ideal behaviour of an « solution may be described by assuming that the species have a
tendency to form more complex species, associates, which are sometimes identical to molecules
that appear in another phase. All the species are treated as constituents and the composition
variables will be described with the fractions of the constituents, yr = Ni/ > N;. This could
be called constituent fraction but it looks as a special case of the definition of site fraction
introduced in Section 2.1, y;?‘k = Nj‘*k/ 3> Nk Tt has thus been recommended to use the same
symbol, y;, for both and to apply the term site fraction to both although there are not separate
sublattices in the present case. The mole fraction of component d is obtained as

ay = ahyt /> > aly? (2.64)
7 i c

The first two summations include all constituents i and a; is the stoichiometric coefficient of
component d in the constituent ¢. The third summation includes all components, ¢, and a is
the stoichiometric coefficient of component ¢ in the constituent 3.

In a simple model one assumes that all constituents mix randomly with each other. For a simple
A-B solution with free atoms and an Ay B associate one obtains per mole of constituents,
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Gm (y1,y2,+) =ya°Ga+yp°Gp +yap °Gap + RT Y _y;Iny; (2.65)

°Gap is the standard Gibbs energy of the AB associate, a quantity that has to be evaluated
from the measured properties of the solution. This may be regarded as an ideal solution model
for a solution containing associates. Eq. 2.64 yields

L= YA +YAB (2.66)
YA +YB +YAB T YAB

It may seem rather complicated to evaluate the chemical potentials of the components for a state
of equilibrium from G,, (y1,y2," - ) since this quantity does not apply to a constant number of
atoms. This molar Gibbs energy holds for 1 mole of constituents, i.e. 1 mole of lattice sites if the
phase is solid. The situation was somewhat similar in the preceding section. It was then shown
how the problem can be solved by defining an internal variable and then reformulate the model
to an expression in a set of independent variables. However, it was then shown that a more
convenient method may be based on the application of Eq. 1.32 by treating all the site fractions
as independent mole fractions. That method is often applied to solutions with associates by
considering a frozen-in state where the free atoms cannot react to form the associates and their
numbers can be controlled by exchange of associates with the surroundings. All the constituents
can then be regarded as components. This is often a realistic assumption for aqueous solutions
at room temperature where reactions between molecules are very sluggish. One may thus apply
Eq. 1.32 to G, (y1, Y2, - - - ) by treating the site fractions, y;, as if they were mole fractions of the
components, x;, in Eq. 1.32. One may thus express their chemical potentials from Eq. 1.32,

dG, G
115 = Gy + — *Zyiaiyig Gj + RTny; (2.67)

This procedure is allowed in two limiting cases, at low temperatures where internal reactions are
very sluggish and at high temperatures where internal equilibrium is almost satisfied.

At internal equilibrium, where the situation is not frozen-in, one can relate the chemical potential

of an associate to those of its components using Eq. 1.27. In the case of A;B; one can obtain
pnap directly from Eq. 2.67 but also by first evaluating 4 and pp from Eq. 2.67 and then using

HAB = HA + [B.

pag = °Gap+ RTInySs = °Ga+ RTInyy + °Gp + RT Inyy (2.68)

We may thus calculate the equilibrium content of AB associates from

eq
gfqueq =exp(—A°Gap/RT) = K (2.69)
YaUp
where
A°Gap = °Gap — °Ga— °Gp (2.70)

A°G 4 p may be regarded as the standard Gibbs energy of formation of AB associates within the
solution phase. It is determined as a fitting parameter to satisfy experimental information.
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Figure 2.10: Excess Gibbs energy accounted for with the associate solution model using a series
of values of the standard Gibbs energy of formation of AB associates.

Eq. 2.69 is an example of the law of mass action and K is a temperature dependent coeffi-
cient, often called equilibrium constant. In many cases such coefficients have been determined
experimentally and their values have often been presented in tables without any further ther-
modynamic analysis. It is common to compute equilibria from such constants using the law
of mass action and it should be remembered that it is based on an ideal solution model. The
applicability is often restricted to dilute solutions.

For more concentrated solutions the law of mass action cannot be applied and the calculation
turns more complicated. On the other hand, with an advanced software for thermodynamic
calculations, which can minimize the total Gibbs energy of a system under given conditions, the
result may be obtained directly.

The present model for solutions with associates is based on random mixing and could thus
be regarded as a kind of ideal solution model if no interactions between the constituents are
introduced through an excess Gibbs energy term. However, it should be emphasized that the
model is a method of describing a non-ideal behaviour as far as the real components, A and
B, are concerned. In some fields it is common to analyse a non-ideal behaviour in terms of
hypothesized associates and thus to predict the compositions and contents of associates that are
suspected to exist but may not. Fig. 2.10 illustrates the real deviation from ideal behaviour
in an A-B system, i.e. the excess Gibbs energy, ©G,,, predicted with AB associates of various
standard Gibbs energy of formation. The curves represent the difference between the associate
model and the ideal solution model, i.e.

EG,. = Gy, (associate model, Eq. 2.65) — G, (ideal solution model, Eq. 2.2)

Naturally, the excess Gibbs energy is zero for a pure component.
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As already mentioned, it may take time for internal equilibrium in a solution to be established.
In such cases one sometimes regards the advance of sluggish internal reactions as extra degrees
of freedom but, at the same time, one treats the associates as additional components. The
Gibbs phase rule then takes the following form, (v + rea) = (¢ + ass) + 2 — p. Evidently, this
is correct only if the number of internal reactions that are considered is equal to the number of
associates that are considered. It is advisable to consider only the internal reactions that control
the amounts of the associates by formation from the real components and not reactions involving
more than one associate. Such reactions could be included if others are excluded but the total
number of internal reactions to be considered must be equal to the number of associates. One
talks about a set of “independent” reactions.

Before internal equilibrium has been established one could evaluate the chemical potential of
an associate from Eq. 2.67 under frozen-in conditions and the driving force for the formation of
more of it in a dilute solution is given by

D =pa+pp—HaB
=°Ga+RTInys+ °Gg+ RTInyg — °Gap — RTInyap (2.71)
= —~A°Gap+ RTIn(yays/yaB)

This can be reformulated using Eq. 2.69,

eq
D = RT In JABYAYD. (2.72)
YABYA Yp

It should be realized that this is actually the driving force for the reaction A + B — A;Bj.
For thermal vacancies Eq. 2.56 concerned the creation of vacancies with no other constituents
involved. The relations derived for AB associates in this section can easily be generalized to
more complicated associates and to solutions with several kinds of associates.

Exercise 2.11.1. Analytical expressions for equilibrium constants are usually given
through Eq. 2.69 with A°Gsp = a + 1 but more exact descriptions could easily
be used in computerized databases. Use such a database to check the temperature
dependence of A‘JZGHzO. Make the examination from 0 to 1000°C.

Hint Plot A°Gh,o0 as function of T using the standard states of Hy and Oy as
references.
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